Abstract
This technical paper begins by introducing the concept of Speech enhancement, including a brief process of removal of noise for enhancing the speech. It discusses the main theoretical concepts of speech enhancement including the types of noise, algorithm used for enhancing speech, role of enhancement and procedures followed to get cleaned speech. This project is provided with various voice samples and output is provided at very back of the paper.

The main purpose of speech enhancement technique is to eliminate the background noise from speech signal to improve the quality of the speech signal. Speech signal is often corrupted by additive background noise like train noise, market noise, buzzing sound by internal components of mobile, wind etc. In such noisy environment listening at the end user is very difficult. This paper presents speech enhancement method using a priori noise estimation algorithm. Based on Peak Signal to Noise Ratio and Mean Square Error criterion the system evaluates the amount of surrounding noise present in speech. The proposed algorithm helps to improve the quality of speech signal at the listener end.
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I. Introduction
Speech enhancement algorithms have developed considerably, and significant progress has been made in detecting noise from degraded speech signal [1-2]. Estimating noise from voice signal is very difficult when the signal to noise ratio is very low or the random noise is non-stationary. This results into speech distortions and unnatural sounding in enhanced speech signal. Thus the system has to be enhanced so as to get fine response of output speech signal even when the signal to noise ratio is very low.

In this paper, we focus on single channel subtractive-type speech enhancement. This type of enhancing technique is quite tedious as noise and speech signal are collectively present in the same channel.

The single channel subtractive-type speech enhancement has two major drawbacks: (1) the introduction of a musical residual noise with an unnatural structure in the enhanced speech. (2) a voice activity detector cannot correctly segment noisy speech signal at very low SNR.

The solution proposed in this paper uses improving power spectral density estimation based on minimum statistics to track the varying of SNR; and exploits the masking properties of the human auditory system to overcome the limitations of one channel subtractive-type enhancement systems in additive background noise at very low SNR [3-4]. This allows one to find the best tradeoff between the amount of noise reduction, the speech distortion and the level of residual noise [3].

II. The Enhancement Algorithm
Consider a band limited noisy speech signal $y(i)$, which is the sum of a clean speech signal $s(i)$ and an additive stationary background noise signal $d(i)$. The noisy speech can be expressed by:

$$y(i) = s(i) + d(i)$$

where $i$ denotes the sampling time index. We further assume that $s(i)$ and $d(i)$ are statistically independent and zero mean [3].

Fig. 1:

The processing is done on a frame-by-frame basis in the frequency domain.

Below represents the block diagram for speech enhancement:

In the frequency domain, this may be denoted as:

$$Y(j\omega) = S(j\omega) + D(j\omega) \Rightarrow S(j\omega) = Y(j\omega) - D(j\omega)$$

where $Y(j\omega)$, $S(j\omega)$, $D(j\omega)$ are Fourier transforms of $y(t)$, $s(t)$, $d(t)$, respectively.

The statistic parameters of the noise are not known, thus the noise and the speech signal are replaced by their estimates: Since the speech is assumed to be uncorrelated with the background noise, the short-term power spectrum of $y[i]$ has no cross-terms. Hence,

$$|Y(\omega)|^2 = |S(\omega)|^2 + |D(\omega)|^2$$

The speech can be estimated by subtracting a noise estimate from the received signal.

$$|\hat{S}(\omega)|^2 = |Y(\omega)|^2 - |\hat{D}(\omega)|^2$$

The estimation of the noise spectrum $|\hat{D}(\omega)|^2$ is obtained by averaging recent speech pauses frames:

$$|\hat{D}(\omega)|^2 = \frac{1}{M} \sum_{j=0}^{M-1} |Y_{SP}(\omega)|^2$$

where $M$ is the number of consecutive frames of Speech Pauses (SP)

Further improvement is done to increase efficiency of noise estimation by using apriori noise estimation technique which is given by:

$$\text{SNR}_{(\text{posterior})} = \frac{|D(\omega)|}{D(\omega)} - 1$$

For apriori estimation,

$$\text{SNR}_{(\text{estimate})} = (1 - a)\left(\frac{(1-a)}{\text{SNR}_{(\text{posterior})}}\right)$$

Where $a$ is incremental factor. $a=0.05$

Final estimation is given by:

$$|\hat{D}(\omega)| = \operatorname{Max} \left\{ \left(1 - \left(\frac{1}{\text{SNR}_{(\text{posterior})} + 1}\right)\right)^{b1}\right\}^{b2}$$
Where b1 and b2 are gain factor.
l is frequency band. \( l = 3 \)
b1, b2 are 0.5 and 1 respectively.

Clean speech is obtained by subtracting final estimated noise from input speech.

III. Results & Discussion

![Figure 2](image2.png)

![Figure 3](image3.png)

![Figure 4](image4.png)

IV. Conclusion

Apriori noise estimation is the efficient algorithm to remove the nonstationary noise from background in speech signal but it introduces annoying residual noise. In this paper, a simple implementation of spectral estimation property of non-stationary noise and masking of auditory system is proposed.
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