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Abstract
The mouse dynamics biometric is a behavioral biometric 
technology that extracts and analyzes the movement characteristics 
of the mouse input device when a computer user interacts with a 
graphical user interface for identification purposes. The existing 
mouse dynamics analyzes has continuous authentication or 
reauthentication for which exact results have been achieved. 
Static authentication using mouse gesture dynamics faces some 
challenges because of the limited amount of data that has captured. 
Authentication is the process of determining whether someone or 
something is, in fact, who or what it claim to be. A new category 
of biometrics that is gaining popularity is behaviometrics, where 
analysis focuses on the user s behavior while he interacts with 
computing systems for identification purposes. In this paper, a new 
mouse dynamics analysis framework uses mouse gesture dynamics 
for static authentication. The captured gestures are analyzed using 
a Hidden Markov Model. This results in improvement of both the 
accuracy and validation compared to the existing mouse dynamics 
approaches. 
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I. Introduction
Mouse dynamics deals with extracting the features related to the 
mouse movements and analyzing them to extract a signature, which 
is unique for every individual and can be used to discriminate 
different individuals. The aim of mouse dynamics biometric 
technology is its ability to continuously monitor the legal and 
illegal users based on their usage of a computer system. This is 
referred to as continuous authentication.
Continuous authentication is very useful for continuous monitoring 
applications such as intrusion detection. This paper first identifies 
the user movements or characteristics when the user interacts with 
the mouse, results in the generation of mouse gestures and checks 
every time when the user make session and provides authentication 
to the users. The mouse gesture is drawned in uni-stroke. 
A mouse dynamics describe an individual behavior with a 
computer-based pointing device such as mouse. In context of 
authentication, biometrics have several advantages over traditional 
authentication techniques that verify identity based on something 
one knows (e.g. Password) or something one has (e.g. Hardware 
token). In particular no need of memorizing the gestures.
A mouse gesture results from the combination of computer mouse 
movements and clicks in a way that the software recognizes as 
a specific command. Biometrics refers to the identification of 
humans by their characteristics or traits. Biometric identifiers are 
characterized as physiological and behavioral characteristics. A 
physiological biometrics is related to voice, DNA, hand prints. A 
behavioral biometrics is related to the behavior of the persons. 
A biometric system involves 2 phases, enrollment phase and 
verification phase. In the enrollment phase, user will draw a set 

of gestures several times on a computer monitor using mouse. The 
features are extracted from the captured data, analyze them and 
train the neural network that is later used for identification. In the 
verification phase, the user will be asked to replicate a subset of 
gestures drawn during the enrollment phase for authentication. The 
integration of a biometric subsystem in such a complex system 
environment requires taking into account concerns such as social 
impact, usability, interoperability, resilience, and scalability For 
instance, biometric systems carry private user information that 
could be misused if accessed by intruders, although such a threat 
could be mitigated using privacy-aware biometric cryptographic 
techniques.
Mouse gesture dynamics deals with biometric authentication. 
The mouse gesture dynamics uses a modular design of the neural 
network for classification. In the existing graphical password 
schemes, the user is not only accepted to memorize and remember 
the graphical passwords, the user has to hide the passwords during 
the login process to avoid surfing attacks. The mouse dynamics 
proposed schemes depends on the user biometric information and 
the user need not to memorize the gestures. There are only two 
mouse dynamics based biometric systems techniques available for 
static authentication due to the complexity or challenges. 
One of the methods proposed by Syukri etal uses the signature 
drawn by the user as input during the static authentication process. 
The other method proposed by Revett etal uses mouse lock method 
for static authentication. In the proposed approach, the user draws 
the gesture at login time which are collected and analyzed for 
authentication purpose. Existing gestures based authentication 
systems uses other input devices such as stylus but in this paper, 
mouse is used as input device for capturing the gestures.

II. Mouse Gesture Detection

A. System Design 
The approach to user authentication based on mouse gestures 
involves giving the user to draw one or several gestures and 
asking them to replicate the gestures a certain number of times. 
The produced replications are then compared against templates 
produced by the user during the enrollment phase.

Fig. 1: Example of a Drawn Gesture Involving n=14 Data Points
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The raw data collected from the drawing area consists of the 
horizontal coordinate (x-axis), vertical coordinate (y-axis) and the 
elapsed time in milliseconds at each pixel. Each gesture replication 
for a given gesture is defined as a sequence of data points. Each data 
point is represented by a triplet <x, y, t> indicates X-coordinate, 
Y-coordinate and elapsed time respectively.  The jth replication 
of a gesture G is represented as a sequence Gj  = {< x1j, y1j, t1j 
>, < x2j, y2j, t2j >, . . . < xnj, ynj, tnj >}, where n is the gesture 
size (GS) and each < xij, yij, tij > where (1 ≤ i ≤ n) is a data point. 
The main aim is to differentiate between individuals based on their 
behavioral biometrics while drawing mouse gestures.

The mouse dynamics analysis framework involves four modules.
Gesture creation module.1. 
Data acquisition and preparation module.2. 
Feature extraction module.3. 
Classification module.4. 

B. Gesture Creation Module
The gesture creation module is a simple drawing application where 
the user is asked to freely draw a set of gestures. Te main aim of this 
module is to make the user to draw the gestures in their own way 
to replicate them later.The gestures are not tied to any language 
and they do not necessarily have a meaning. The gestures should 
be in uni-stroke. For each gesture three parameters are collected 
namely horizontal coordinate, vertical coordinate and elapsed 
time in milliseconds. This is the first implementation module in 
the mouse gesture dynamics.

 
Fig. 2: Gesture Classification

C. Data Acquisition Module
The data acquisition component loads the gestures, created initially 
by the user using the gesture creation module and presents them 
to the user to replicate. The data acquisition module records the 
user interaction while drawing the gestures.
In Data preprocessing the data acquisition module preprocesses 
the collected raw data from the computer mouse in such a way 
that some noise patterns are ignored or dropped.

After preprocessing the raw data, the data acquisition module 
applies two types of normalizations for the input data. The first 
is normalization and the second is size normalization. The center 
normalization shifts the gesture to the center of the drawing area as 
implemented in the gesture creation module. Then normalize the 
size so that the final size of the gesture is equal to the size of the 
template gesture to compare the two gestures. The normalization 
can be applied by accepting gestures which is drawn by the users 
whose size is greater than or equal to the size of the template 
gesture.

Fig. 3: Gesture Creation and Adding a New Gesture

Fig. 4: Training Data Collection

If the gesture size is bigger than the template size, then the k-means 
algorithm is used to cluster the data points into 64 clusters. The 
Euclidean distance is a distance measure between the data points 
in three dimensions <x, y, t> is used. Then the centroids of the 64 
clusters are used to form the new gesture. 

D. Outlier Removal and Data Smoothing 
Data smoothing is used to eliminate noise and extract the real 
patterns from the data. The smoothing is used to smooth the 
data among the different replications obtained for each users. 
In general, human beings cannot draw the same gesture with the 
same exact details twice. This results in some variability in the 
replicas produced by the same user for the same gesture.  Data 
smoothing will smooth such variability and minimize its effect 
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on the learning process. The weighted least-squares regression 
(WLSR) method to smooth the data.

Algorithmic steps for k-means  clustering:
Let  X = {x1,x2,x3,……..,xn} be the set of data points and V = 
{v1,v2,…….,vc} be the set of centers.

Randomly select ‘c’ cluster centers.1. 
Calculate the distance between each data point and cluster 2. 
centers.
Assign the data point to the cluster center whose distance from 3. 
the cluster center is minimum of all the cluster centers..
Recalculate the new cluster center using:  4. 

where, ‘ci’ represents the number of data points in ith cluster.

5. Recalculate the distance between each data point and new 
obtained cluster centers.

6. If no data point was reassigned then stop, otherwise repeat 
from step 3).

The Peirce’s criterion [21] is used to eliminate the outliers. Peirce’s 
criterion method is a robust statistical based method that does not 
make any assumptions about the data. Peirce’s criterion deals with 
the data that has several suspicious values. 
Peirce’s criterion determines outliers by computing the maximum 
allowable deviation from the sample mean. Given m the sample 
size, n is the number of outliers and R is the ratio between the 
maximum allowable deviations to the standard deviation. The 
maximum allowable deviation is calculated by dmax = R × σ, 
where σ is the standard deviation of the sample and xi is a data 
item which is considered as an outlier if |xi − xm |> dmax, where xm is 
the sample mean. Using the Peirce’s criterion method and starting 
from n=1, the outliers are removed sequentially by incrementing 
the number of possible outliers, while keeping the original values 
of mean, standard deviation and sample size. The process is 
repeated until no other data item needs to be eliminated.
The outlier removal and data smoothing steps are applied only to 
horizontal coordinates and vertical coordinates data. The vector is 
constructed to aggregate the same occurrence of the first data point 
from each of the different replications. Then apply the Peirce’s 
criterion method and WLSR method to the data in the vector to 
produce clean and smoothed data. Repeat the process for each of 
the remaining data points of the gesture. The smoothing occurs 
only on the training samples and not on the test data.
The outlier removal and data smoothing module is implemented 
by using algorithm and assumes the following.

Let 1. m be the number of replications.
Let 2. n be the size of the gesture.
Let 3. pij = (xij, yij) be a data point, where 1 ≤ j ≤ m, 1 ≤ i ≤ 
n.
Given a gesture 4. G, we denote by Gj the jth replica Gj = (p1j, 
p2j, . . . , pnj).
Let 5. Pi denote a vector containing the ith data point from 
each of the different replications, where i = 1, 2, . . . , n: Pi 
= (pi1, pi2, . . . , pim). 

E. Feature Extraction module
The feature extraction module extracts the features from the raw 
data. Features selection is made by analyzing sample data and 

identifying the features that exhibit strong reproducibility and 
discriminative capabilities. The feature extraction module extracts 
the features from the raw data. First the data are collected and 
then extracted.
Features that are obtained from the vector of data points that are 
intercepted between two mouse clicks can be used.The complete 
list of the extracted features is provided in   Table 1.This module 
is mainly used for the extraction of features of the gesture drawned 
by the users. The features are x coordinate, y coordinate, absolute 
time, horizontal velocity, vertical velocity, tangential velocity, 
angle, tangent acceleration, curvature, curvature rate of change, 
path from the origin in the pixels, tangent jerk, slope angle of the 
tangent  and so on.

Table 1: Feature Extracted From Raw Data

F. Classification Module
In this paper, first the technique known as principal component 
analysis is applied. Principal component analysis will reduce 
the correlation among two objects. It’s difficult to convert the 
principal component analysis to square matrix and to normalize 
to co variance. This results in low performance. The feed-forward 
back propagation multilayer network was tried.  The training steps 
of this network were exhaustive and time consuming. The training 
process is stopped when it exceeds five hours (on a computer 
system with a 2GHz Core 2 Duo CPU and 2GB RAM) for only 
a population of two users.
The Hidden Markov Model was used. The Hidden markov model 
is mainly used for comparisons and recognition of gestures. The 
goal is to recognize the gestures. First the tools have been created 
for easily generating and modifying test suites of data. After the 
training has been generated and stored as a test suite, the HMM 
recognizer program instantiates a new codebook of specified size 
and a set of HMMs (one per gesture) with a specified number of 
states. The HMMs are immediately tested on the training data to 
verify the accuracy of training. The system can be worked for 
many hours. This gave good results. 

III. Conclusion
In this paper, we highlighted the challenges faced by mouse 
dynamics biometric technology when it is applied to authentication 
and proposed a new mouse dynamics analysis framework to train 
the data that gave good results. The proposed framework uses 
hidden markov model for classification and uses Peirce’s criterion 
and weighted least -square s regression methods for outlier removal 
and data smoothing. Authentication is the process of determining 
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whether someone or something is, in fact, who or what it claim 
to be. The ways in which someone may be authenticated fall into 
three categories: something the user knows, something the user 
has, and something the user is. The Hidden markov model is used 
as a classification module which yields in accurate results.
In the future work, we intended to enhance the accuracy using 
various techniques. Since the proposed system is entirely software 
based, integrating in a complex system environment such as 
e-commerce or e-learning portals should be straightforward from an 
implementation perspective. The verification time should be much 
faster in order to train the gestures. One of the challenges is the 
protection of systems against security attacks. Like other biometric 
techniques, mouse dynamics can be the target of reply attacks. 
Such threats can be mitigated by strengthening the protection of 
biometric templates using various techniques. Mouse dynamics 
can also be a target of generative attacks through forgeries. In our 
feature work, we planned to strengthen our system by investigating 
the impact of generative attacks against it.
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